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Abstract

Isothermal cation disordering experiments at 600–800°C on two orthopyroxenes, followed by Mössbauer spectroscopy to determine iron intersite partitioning, give rates consistent with a second-order kinetic model. The characteristic disordering rate constant for Fe–Mg exchange $K(21) = 2.8 \times 10^{-3}$ min$^{-1}$ for a magnesian pyroxene, but $1.5 \times 10^{-2}$ min$^{-1}$ for a more iron-rich sample. Activation energies are 260 and 254 kJ/mole, respectively. Predicted attainment of equilibrium is about 14 weeks at 500°C for one orthopyroxene and one second at 1000°C for the other; this suggests that previous 500°C distribution data may have failed to reach equilibrium in two week runs, and that 1000°C–1300°C data may be suspect because the high temperature distributions are unquenchable. A two-stage model for ordering, with some cut-off temperature below which the ordering mechanism changes, is probably unnecessary to explain naturally-occurring pyroxene disorder because the activation energies reported here indicate a rather drastic slowing of rates at lower temperatures.

Introduction

Divalent magnesium and iron ions are found in two nonequivalent six-coordinated crystallographic sites in orthopyroxene. In all known samples, iron is preferentially ordered into the more distorted M2 site, and magnesium into the more regular octahedral M1 site (Ghose, 1965, and many subsequent workers); however, neither complete order nor complete disorder is found. Greater ordering is observed in metamorphic and plutonic rocks, less in volcanic rocks.

Cation ordering in orthopyroxenes was once investigated as a possible geothermometer, but heating studies (Virgo and Hafner, 1969, 1970) showed apparent Mg$^{2+}$–Fe$^{2+}$ equilibration temperatures of 500°–600°C for natural igneous samples, and lower apparent temperatures for metamorphic samples, too low to be crystallization temperatures. Re-equilibration is a relatively rapid process, and occurs to fairly low temperatures. On the other hand, rapid rates of cation exchange may make possible the investigation of relatively rapid cooling at higher temperatures (e.g., volcanic eruptions, Johnston, 1979) or, by extrapolation, to slower cooling at lower temperatures (e.g., studies of anthophyllite by Seifert and Virgo, 1974, 1975, and of orthopyroxenes by Khisina et al., 1976).

In order to determine quantitative cooling rates, appropriate models of equilibrium distribution and ordering rate must be determined, and their generality tested. The present investigation is aimed at measuring disordering rates because greater analytical precision is possible than for ordering studies; further work is underway to determine ordering rates. Many of the factors that influence disordering rates should have the same effect on ordering rates; factors include fugacities of various species (especially oxygen), bulk composition, inhomogeneity, shear and exsolution lamellae, general defect structure of the crystals, and experimental errors.

An effective model of the equilibrium distribution of Mg and Fe between sites should allow the site populations to be predicted for any composition, pressure, and temperature. As little pressure dependence is expected for cations with such similar sizes, and none was found by Virgo and Hafner (1969), the most important factors are apparently bulk composition and temperature. For a single sample with Fe/(Fe+Mg) = 0.574 and at temperatures between 600° and 1000°C, Virgo and Hafner obtained a relatively constant molar Gibbs free energy of intracrystalline...
exchange

\[ \Delta G = -RT \ln K_D \]  

(1)

where:

\[ K_D = \frac{[X(FeM1)][1 - X(FeM2)]}{[X(FeM2)][1 - X(FeM1)]} \]  

(2)

and \( X(AB) \) is the mole fraction of ion A in site B at equilibrium. It should be noted that Mueller (1967, 1969) used \( XMgM1 \) for his variable \( X_1 \), resulting in values the reciprocal of this \( K_0 \). As pointed out by Navrotsky (1971), this free energy term is actually a combination of the enthalpy and non-configurational (lattice-vibrational) entropy. The tendency of Fe to order into the M2 site is partially offset by the configurational entropy, which favors mixing.

Systematic studies of samples of differing composition by Saxena and Ghose (1971) and Saxena (1973) showed that a more complex solution theory is needed to account for variations arising from differing bulk compositions. For a temperature range of 500–800°C, they used an equation of the form:

\[ \ln K = \ln K_D + \frac{W(M1)}{RT}[1 - 2X(FeM1)] \]

\[ - \frac{W(M2)}{RT}[1 - 2X(FeM2)] \]

(3)

where the \( W \) terms are parameters used with \( K \) to fit values of \( K_D \) at different compositions and temperatures. An alternate form based on a virial expansion, given by Thompson (1969, 1970) may also be used (Sack, 1980, and Grover, 1980), with certain advantages in calculating consistent interphase distributions. Analysis of data on orthopyroxenes with bulk Fe/(Fe+Mg) = 0.181 to 0.86 by Saxena and Ghose (1971) gave internally consistent results for temperatures of 600°, 700°, and 800°C, but some discrepancy at 500°C. They noted that small errors in site occupancy determinations would make relatively large changes in \( W(M1) \) and \( W(M2) \) at 500°C and Saxena (1973) gave linear extrapolations from higher temperatures for \( K \), \( W(M1) \), and \( W(M2) \) at 500°C.

While nonideal solution models such as those of Saxena and Ghose (1971) and Sack (1980) are convenient because they allow extrapolated apparent equilibration temperatures for all binary compositions, a formulation by Seifert (1978) is particularly useful in analyzing individual samples because a more accurate estimate of the temperature variation of the standard free energy of exchange for a natural sample can be made. By determining equilibrium distributions at several temperatures on a sample, the extrapolation to lower temperatures takes into account any bias that might be introduced by the presence of components in the formula not on the binary join enstatite–ferrosilite. Seifert defines a non-configurational free energy like that of Virgo and Hafner (1969)

\[ \Delta G = -RT \ln K_D \]  

(4)

Using the formula

\[ \Delta G = \Delta H - T \Delta S \]  

(5)

an enthalpy and excess entropy can be found. Then equation 6 can be used to estimate apparent equilibration temperatures from the distribution in natural samples.

\[ \Delta t = \frac{\Delta H}{\Delta S - R \ln K_D} \]  

(6)

Several models have been proposed for the kinetics of the ordering and disordering process. Mueller (1967, 1969) derived an integrated equation for change of the state of order with time based on second-order kinetics, which was used by Virgo and Hafner (1969) to analyze their sparse disordering and ordering rate data and to obtain rate constants and an activation energy for disordering:

\[ K(21) \Delta t = \frac{K_D}{2d} \left[ \ln \left( \frac{d-f}{d+f} \right) \right] X(FeM2)'' \]

(7)

where

\[ f = \left[ cX(FeM2) + \frac{b}{2} \right], \]

\[ d = \left[ \frac{b^2}{4} - c^2 \right]^{1/2}, \]

\[ c = 1 - K_D, \]

\[ b = 2K_D X - 2X - K_D - 1, \]

\[ a = 2X, \]

\[ X = \text{bulk mole fraction of Fe, assumed in the absence of site distribution data for other cations to be Fe/(Fe+Mg)}, \]

\[ X(FeM2)' = \text{the initial value of } X(FeM2), \]

\[ X(FeM2)'' = \text{the site population at the end of the heating experiment, for times insufficient to allow attainment of equilibrium}. \]

\( \Delta t \) = the duration of heating experiment.

This version of the equation incorporates a 1/2 \( C_o \) factor (expressing the concentration of sites and assumed constant if ordered and disordered crystals
have the same unit cell volume) into $K(21)$, and assumes that the nonideality coefficients (analogous to activity coefficients) are all unity, as present data are not accurate enough to warrant other procedures. It should be noted that Mueller's derivation used $X_{MgMI}$ as the variable, which results in $K(12)$ being the disordering rate constant, rather than $K(21)$ as used by Virgo and Hafner (1969) and in this work. Khristoforov et al. (1974) rejected Mueller's model for their data on disordering rate at 500°, 700°, and 900°C, and proposed a first-order kinetic model with a first stage characterized by rapid disordering followed by a second stage with much slower disordering. However, their data are reasonably fitted (Fig. 1) by the Mueller equation for isothermal disordering when proper values of $K(21)$, the rate constant, and $K_0$, the distribution coefficient at equilibrium, are chosen.

As will be shown below, some equilibrium values at 500°C and below, and 900°C and above, may be suspect; in addition, data from incomplete disordering experiments are sparse at all temperatures. These factors cast doubt on published determinations of rate constants and activation energies.

The Mueller model will be used here to systematize the rate of disordering of two different orthopyroxenes; results will be used to estimate equilibrium values.

**Experimental**

Two samples from metamorphic rocks were chosen, to provide highly ordered pyroxenes in large quantities. Samples were ground and sieved to 35–60 mesh (to minimize high-diffusivity paths on surfaces), and separations were done with heavy liquids and magnetic separator. Some impurities remained in both samples, as revealed by optical, electron microscope, and X-ray diffraction analysis. Some impurities remained in both samples, as revealed by optical, electron microscope, and X-ray diffraction analysis. In sample HC, separated from a pyroxenite from Harford County, Maryland, minor chromite, anthophyllite, augite, and serpentine were present; there were no apparent effects on the Mössbauer spectra, with the possible exception that there might be very small contributions to peak areas of the pyroxene from the anthophyllite which would not be visible because of the close overlap in peak position. Sample TZ, from a Tanzanian granulite gneiss, with modal hypersthene, plagioclase, augite, hornblende, and magnetite, contains the latter three as minor iron-bearing impurities, with small effects on the Mössbauer spectra. The orthopyroxenes themselves were chosen to be as close to binary mixtures of enstatite and ferrosilite as possible. A special attempt was made to choose samples low in calcium and aluminum, which may strongly affect the Mössbauer spectra. Compositions (Table 1) were determined using the MAC automated electron microprobe at Massachusetts Institute of Technology, and were found to be homogeneous.

Samples of 150 mg were loaded into platinum capsules crimped closed except for a small opening at the top, and suspended from platinum wires. A gas-mixing apparatus (Nafziger et al., 1971, and A. Duba, personal communication) provided an H$_2$–CO$_2$ atmosphere in an attempt to control the oxygen fugacity around the samples, as diffusion rates, espe-

**Table 1. Chemical composition of samples**

<table>
<thead>
<tr>
<th>Sample:</th>
<th>HC</th>
<th>TZ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wt. %</td>
<td>Mole propor.</td>
<td>Wt. %</td>
</tr>
<tr>
<td>MgO</td>
<td>32.42</td>
<td>1.702</td>
</tr>
<tr>
<td>FeO*</td>
<td>8.74</td>
<td>0.257</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>55.65</td>
<td>1.960</td>
</tr>
<tr>
<td>CaO</td>
<td>0.59</td>
<td>0.021</td>
</tr>
<tr>
<td>Al$_2$O$_3$</td>
<td>1.07</td>
<td>0.043</td>
</tr>
<tr>
<td>MnO</td>
<td>0.22</td>
<td>0.006</td>
</tr>
<tr>
<td>Na$_2$O</td>
<td>0.02</td>
<td>0.001</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>0.11</td>
<td>0.002</td>
</tr>
<tr>
<td>Cr$_2$O$_3$</td>
<td>0.41</td>
<td>0.011</td>
</tr>
<tr>
<td>Total</td>
<td>99.22</td>
<td>4.004</td>
</tr>
</tbody>
</table>

*All Fe as FeO*

Mole proportions are cations per six oxygens.
cally in iron-bearing minerals (Buening and Buseck, 1973), may be altered by variation in the partial pressure of anions around the sample. A furnace with a 46 cm heated zone was used in an attempt to promote equilibrium between the two gases at the low temperatures (600–900°C) of this study. Accuracy was checked at 900°C against the iron–wustite buffer, but no attempt was made to determine whether equilibrium was reached at lower temperatures. Quenching was by mechanical release and 60 cm drop into mercury or water, which gave apparently identical results.

Samples were heated in two different ways, depending on the projected length of the run. For short heating times, single samples were drawn up into a preheated furnace with gases flowing, held a predetermined time, and quenched. Samples reached set temperature in one minute or less. For longer heating times, seven samples were loaded in radially symmetric positions into a cold furnace, gases started, and temperature run up in about 30 minutes. One sample was quenched immediately and used as the initial temperature run up in about 30 min. Multiple sample runs have a value of (adj.) (adjusted sum) less inside. Control of temperature is estimated at ±3°C overall.

Fe Mössbauer spectra were recorded in 512 channels of about 0.02 mm/sec/channel velocity increment each, and calibrated against iron foil. Samples were held at about 77°C with a liquid nitrogen-styrofoam cryostat to aid in resolution of peaks. Average run duration was 24 hours, typically with 4–8 × 10^3 baseline counts per channel. Many samples were run in duplicate, denoted by an extra digit in the sample number of Table 2. Spectra were fitted to two doublets (HC) or three doublets (TZ) using a program fitting Lorentzian lineshapes with the Gauss non-linear method (Stone et al., 1971). For sample HC, no constraints were placed on the peaks; for TZ, two peaks attributed to Fe^{3+} were constrained to be equal in width and area, while other peaks were unconstrained. Site populations of iron were estimated using area ratios of M1 and M2 peaks. Following Saxena and Ghose (1971), the ratio Fe^{3+}/(Fe^{3+}+Mg^{2+}) was calculated for each sample. For TZ, the microprobe analysis and charge and site stoichiometry considerations suggested that Fe^{3+} was less than 2% of total iron and only the M1 and M2 peaks are used. Some of the Mössbauer ferric doublet arises from

<table>
<thead>
<tr>
<th>Sample</th>
<th>°C</th>
<th>t_min</th>
<th>t_adj</th>
<th>Fe^{3+}</th>
<th>X_{FeM1}</th>
<th>X_{FeM2}</th>
<th>-log_{10}p</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2164</td>
<td>600</td>
<td>2.0</td>
<td>1.0</td>
<td>9.48</td>
<td>14.48</td>
<td>0.1646</td>
<td>23.9</td>
</tr>
<tr>
<td>T2150</td>
<td>600</td>
<td>138.0</td>
<td>120.0</td>
<td>9.98</td>
<td>18.76</td>
<td>0.0287</td>
<td>23.9</td>
</tr>
<tr>
<td>T2160</td>
<td>600</td>
<td>238.0</td>
<td>240.0</td>
<td>13.14</td>
<td>19.25</td>
<td>0.0242</td>
<td>23.9</td>
</tr>
<tr>
<td>T2161</td>
<td>600</td>
<td>378.0</td>
<td>360.0</td>
<td>11.90</td>
<td>18.74</td>
<td>0.2189</td>
<td>23.9</td>
</tr>
<tr>
<td>T2162</td>
<td>600</td>
<td>498.0</td>
<td>480.0</td>
<td>11.46</td>
<td>19.53</td>
<td>0.2217</td>
<td>23.9</td>
</tr>
<tr>
<td>T2147</td>
<td>600</td>
<td>1220.0</td>
<td>1200.0</td>
<td>8.06</td>
<td>22.34</td>
<td>0.2500</td>
<td>23.9</td>
</tr>
<tr>
<td>T2148</td>
<td>600</td>
<td>1820.0</td>
<td>1800.0</td>
<td>7.40</td>
<td>21.59</td>
<td>0.2399</td>
<td>23.9</td>
</tr>
<tr>
<td>T2149</td>
<td>600</td>
<td>2620.0</td>
<td>2600.0</td>
<td>10.72</td>
<td>21.10</td>
<td>0.2706</td>
<td>23.9</td>
</tr>
<tr>
<td>T2150</td>
<td>600</td>
<td>3290.0</td>
<td>3270.0</td>
<td>9.72</td>
<td>22.05</td>
<td>0.2513</td>
<td>23.9</td>
</tr>
</tbody>
</table>

Samples numbers ending in "e" were assumed to have reached equilibrium. The notation "H" indicates duplicate Mössbauer spectrum of same sample.
sample impurity; a hand-picked sample (TZHP) shows a reduction but not elimination of the ferric doublet, indicating that significant amounts of \( \text{Fe}^{3+} \) also substitute in the pyroxene. Treatment of the ferric iron as an impurity introduces small errors into the calculated \( K_D \) but it is still in good agreement with other metamorphic pyroxenes of similar composition (Virgo and Hafner, 1970); distributions in heated samples of TZ agree (Fig. 2) with 600–800°C samples of Saxena and Ghose (1971).

With the above procedures, Mössbauer spectra of ten replicates of unheated sample TZ (two separate samples run six and four times, respectively), and six replicates of unheated sample HC (five separate samples) were run. Standard deviations of mole fraction iron in M1 were 0.0165 (TZ) and 0.0009 (HC). The large scatter in sample TZ is due to the large total average mole fraction, to impurities in the sample, to lower average counts per channel in the Mössbauer spectra (typically 400,000 vs. 600,000), and to a larger number of runs (obviously, a very low number of samples, while giving the sample variance, gives less than the true population variance). Using Student’s t statistic to obtain 90% confidence limits for the estimated standard deviation of the population of all possible runs, multipliers of 2.015 (for 6 samples) or 1.833 (for 10 samples) were used, giving error limits of ±0.0018 (HC) and ±0.03 (TZ). These are generous error estimates, as more highly disordered samples are resolved more readily by the Mössbauer spectrometer. (As an example, 90% confidence limits derived from four equilibrium determinations at 600°C (Sample TZ) are ±0.013.) In some cases, samples were run in duplicate and both results used in the calculations. Error bars in Figures 3 and 4 used 90% confidence limits derived from the unheated samples. Impurities in TZ and HC may add small amounts to the areas of some peaks, which in turn may slightly affect the accuracy of the determinations of the inter-site distribution. However, \( K_D \) is in good agreement with that of previous workers as noted above, and the effect on calculated rate constants in negligible.

**Results**

Site populations for ferrous iron in the M1 site are presented in Table 2. The first column gives sample number, with an extra digit denoting duplicate Mössbauer spectra, and prefix letters denoting sample (HC or TZ). The third column gives total heating time, with the fourth column an “adjusted time” based on measured difference from the shortest run time. Samples used for rate constant calculations were all handled in the same manner (loaded into hot or cold furnace) for a given temperature, except TZ at 600°C. The shortest time sample was loaded into a pre-heated furnace, while the others were loaded cold and temperature was then increased. Runup time is short compared to that of the duration of the experiment.

The hydrogen–carbon dioxide gas mix used for sample HC was approximately 16% CO₂ for all data.

---

Fig. 2. Mole fraction \( X = \frac{\text{Fe}^2/}{\text{Fe}^2+\text{Mg}} \) plotted against \( \ln (K_D) \). Data for sample TZ at \( X = 0.51 \), sample HC at \( X = 0.13 \), other data from Saxena and Ghose (1971). These equilibria form a trend which is more symmetric about \( X = 0.5 \) than the original curves of Saxena and Ghose because of the relatively disordered distributions in sample HC.

Fig. 3. Disordering with time at 700°C, Sample TZ.
reported. This rather reducing atmosphere should be within the stability field of pyroxene, and is similar, at the temperatures investigated, to the iron-wüstite buffer (Muan and Osborn, 1965). Because lower temperature runs were planned for TZ runs than HC, all TZ samples were heated in atmospheres of approximately 60% CO₂, such that 600°C samples would not be in the graphite stability field found in the more reducing mixture. Oxygen fugacities reported in Table 2 are from the table of Prunier (1978). The influence of other gas mixtures on the disordering rate will be reported in another paper.

The site occupancy in calculated by multiplying the fraction of Fe in the M1 site by 2Fe²⁺/(Fe²⁺ + Mg²⁺) to obtain the mole fraction on M1. Use of this factor ignores the presence of other cations such as Ca and A1, present only in minor amounts and having an unknown effect in any case (but see Snellenburg (1975) for a discussion of possible blocking effects of minor ions on equilibrium distributions). Equilibrium values of X(FeM1) are not bracketed in this study, but multiple samples were used to verify that no further disordering was occurring. The rate was also monitored with the shorter runs to ensure that equilibrium runs were sufficiently long to provide steady state values. Further work on equilibrium distributions is underway.

While Virgo and Hafner (1969) were able to estimate only disordering rates from one sample already indistinguishable (within limits of error) from equilibrium at 1000°C and several samples at 500°C (for which the equilibrium determination may be suspect, as discussed below), Table 2 has many nonequilibrium samples at various temperatures. For all but one sample-temperature combination, a reasonably steady increase in disorder is found with isothermal heating, and these will be analyzed with the Mueller rate model.

For sample HC at 800°C, however, a disconcerting maximum occurs at about 100 minutes, followed by a slow dropoff. Within 95 percent confidence limits this is a real effect. It is believed that it results from the breakdown of minor anthophyllite impurities.

Most of the data can be fitted reasonably to curves calculated with equation (5), although conservative analysis of errors does not allow a test of the validity of the model (Figs. 3, 4). In most cases, calculations were performed using an average of the longest run samples as the assumed equilibrium value. The initial value was obtained from the minimum-time heated sample, and each intermediate sample was used for a separate determination of K(21). Sample numbers used for equilibrium are indicated in Table 2 with an “e”. For the 800°C data on sample HC, the observed maximum in disorder is used as the apparent short-term equilibrium value, and the unheated sample average as the initial value; both procedures introduce some uncertainty, but the resulting rate constant agrees with extrapolations from lower temperatures (Fig. 5). Data are sparse for sample TZ at 800°C because of the rapidity of disordering; sample 118 could be regarded as already at equilibrium, thus providing a minimum value for K(21).

Kinetic data are summarized in Table 3, and illustrated in Figure 5, which is a plot of log K(21) against reciprocal temperature for both samples. Error bars are derived from the ten determinations of K(21) at 700°C for sample TZ. The standard deviation of this sample is 0.0074, or 50 percent of the value of K(21), and assumes that initial and equilibrium values of X(FeM1) are accurate. The logarithmic transformation causes the error bars to appear off-center. Linear least square fits to the data also are shown. Activation energy E(a) is given by the Arrhenius relation,

\[
K(21) = A \exp \left[ -\frac{E(a)}{RT} \right]
\]

where A will not be strongly dependent on temperature if the diffusion mechanism remains constant. The slope of the line times the gas constant R gives 254 and 260 kJ/mole (60.7 and 62.2 kcal/mole) as the activation energy for samples TZ and HC respectively. Linear fits to the data are consistent with a single exchange mechanism at all temperatures in-
Table 3. Summary of rate constants for disordering

<table>
<thead>
<tr>
<th>Sample</th>
<th>T0 (°C)</th>
<th>Avg. K(21)</th>
<th>lnK(21)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TZ</td>
<td>873</td>
<td>7.41x10^-4</td>
<td>-7.21</td>
</tr>
<tr>
<td>TZ</td>
<td>973</td>
<td>1.47x10^-2</td>
<td>-4.22</td>
</tr>
<tr>
<td>TZ</td>
<td>1023</td>
<td>1.77x10^-4</td>
<td>-1.73</td>
</tr>
<tr>
<td>TZ</td>
<td>1073</td>
<td>4.06x10^-1</td>
<td>-0.90</td>
</tr>
<tr>
<td>HC</td>
<td>973</td>
<td>2.81x10^-3</td>
<td>-5.87</td>
</tr>
<tr>
<td>HC</td>
<td>1023</td>
<td>1.18x10^-2</td>
<td>-4.44</td>
</tr>
<tr>
<td>HC</td>
<td>1073</td>
<td>5.66x10^-2</td>
<td>-2.87</td>
</tr>
</tbody>
</table>

vestigated, within limits of data scatter. The equal slopes of the two lines suggest that the same mechanism is also operative in both samples. Reasons for the difference in rate are probably compositional. It is certainly worth noting that Seifert and Virgo (1975) arrived at an activation energy of 230 kJ/mole for disordering of anthophyllite which suggests that similar mechanisms are operative in this double-chain silicate.

There are many ramifications to these rate data. It is convenient to define a characteristic time t(c) = 1/K(21), (Mueller, 1969) which is the approximate time required to reach equilibrium at a given temperature, as may be verified on the model curves in Figures 3 and 4. The extrapolated t(c) at 500°C is 98 days (sample TZ) or 1065 days (sample HC). The author is unaware of any experimental run at 500°C longer than 21 days; equilibrium determination at these low temperatures should be done either with adequately long runs on samples with known rates, or by bracketing the equilibrium value with both ordering and disordering runs.

Conversely, the rates at high temperatures are extremely rapid. The characteristic time at 900°C for sample TZ is 12 seconds, and for sample HC is 1.5 minutes; at 1000°C, times are 1.5 and 11 seconds respectively. Even the best quenching procedures are unlikely to capture accurate equilibrium values at these temperatures; this provides an explanation for the “constant” level of disorder at 1000°C and above found by Virgo and Hafner (1969). As noted by Anderson (1970), the fastest possible quench from high temperatures (near melting) has a likely mean diffusion length of 2-5 nm before diffusion is frozen out, so that significant local rearrangements can occur.

To interpret the data of Khristoforov et al. (1974), one must first establish probable limits of error. They quote ±0.01 for mole fraction of iron in one site, presumably based on prior runs on one sample. No confidence limits are given, nor is it explained whether it is a sample standard deviation or subjective error estimate. In any case, all their 700°C data have X(FeM1) = 0.373±0.01 (for a sample with X = 0.57, after recalculation to conform to the method of Saxena and Ghose, 1971), which is not surprising with a minimum run time of 14 hours. No kinetic analysis is possible. Virgo and Hafner arrived at an almost identical value X(FeM1) = 0.372 for their sample 3209, which had the same approximate composition, X = 0.574.

At 500°C, Khristoforov et al. had a maximum run duration of 240 hours, which may be adequate for determination of equilibrium in their sample, as illustrated by Figure 1, in which the calculated curve is based on an average K(21) determined from their data. Attempted variation of the assumed equilibrium value does not significantly alter the characteristic time, suggesting that equilibrium was probably achieved. Virgo and Hafner performed ordering and disordering experiments on their sample 3209, with the same approximate bulk composition, but apparently neither set of experimental runs achieved equilibrium. If the equilibrium determination by Khristoforov et al. is used with the assumption that all of Virgo and Hafner's 500°C data are for only partially disordered samples, an average K(21) of 6.8 x 10^-6 min^-1 is found. The characteristic time of 102 days is in close agreement with the extrapolated characteristic time of 98 days for sample TZ. On the other hand, the partially disordered samples of Khristofo-
rov et al. lead to a characteristic time of 3.4 days, suggesting that Fe/(Fe+Mg) ratios should not be the major control of disordering rates.

At 900°C, the data of Khristoforov et al. are all for 1 hour to 168 hours, and appear to define a long-term, increasingly disordered pattern. When all are plotted there is not a consistent increase, but the overall increasing trend seems real, even assuming larger estimates of error. Because their samples were heated in evacuated capsules, different mechanisms of disordering might apply, but it seems more likely that some process other than simple disordering causes the increase. If an average activation energy of 257 kJ/mole is assumed for the Khristoforov et al. sample, and the 500°C rate constant calculated above is correct, then the characteristic equilibrium disordering time at 900°C would be 0.35 seconds, suggesting that the scatter might have resulted from quenching procedures.

Equilibrium distribution coefficients are summarized in Table 4; these are averages taken from the “e” samples in Table 2. In order to arrive at an apparent equilibration temperature for unheated samples, some equilibrium model must be adopted. Virgo and Hafner (1969) suggest that ΔG (15.27 kJ/mole for their sample 3209) is apparently invariant with temperature; this is even more likely if possibly erroneous results at 1000°C and 500°C are not included (leaving 13.85, 14.18, and 13.89 kJ/mole at 600°C, 700°C, and 800°C, respectively). For both TZ and HC, however, ΔG increases as temperature decreases (Table 4) even though TZ is similar in composition to the Virgo and Hafner sample. Possible reasons include impurity effects or the presence of small amounts of Fe** (sample TZ). A similar decrease in the magnitude of ΔG with increase in the temperature is also found in many of Saxena and Ghose’s pyroxenes samples, and by Seifert (1978) in anthophyllite. Until data at more temperatures are available, no firm estimates can be made of ΔS, the entropy in excess of ideal Fe-Mg configurational entropy, or of apparent equilibrium temperatures of natural samples. Present data would indicate apparent temperatures of about 470°C for sample HC using equation 6, and ΔS = 17.85 J/mole K and ΔH = 28.09 kJ/mole, which were obtained using a least squares fit to free energies calculated with equation 4. If a constant average free energy (invariant with temperature) were used instead, apparent equilibration would be about 220°C, showing the important of a correct estimate of ΔS. In addition, uncertainties are introduced by other effects of heating, including annealing of exsolution lamellae and possible reaction with buffering gas mixtures. Minor cation constituents could either partially “block” some sites (Snellenburg, 1975), or affect the Mössbauer spectrum of nearby iron atoms (Dowty and Lindsley, 1973). Accurate estimation of apparent equilibration temperature or cooling rate (Seifert and Virgo, 1975) may be difficult if these factors (and measurement errors) are not properly evaluated. Until low temperature behavior is better understood, it does not appear necessary to invoke a two-step mechanism for ordering kinetics (Mueller, 1970); the activation energies reported here may be consistent with observed natural distributions.

Conclusions

Orthopyroxene order–disorder has real promise as an indicator of cooling histories. Because activation energies are higher than previously thought, a single Arrhenius equation should allow extrapolation of ordering rates measured in the laboratory to low temperatures and long time spans. If the apparently constant activation energy found for two samples is generally applicable, then only a single rate determination and use of an accurate equilibrium model are required to estimate cooling rates of natural samples.

Rate data of Virgo and Hafner (1969) and of Khristoforov et al. (1974), and equilibrium data of Virgo and Hafner (1969) and Saxena and Ghose (1971) may be interpreted as consistent with the new rate data presented here. Further study of equilibria at temperatures of about 500°C, and of excess entropy of ordering, will allow more confident extrapolations to lower temperatures.
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